物联网实现全球亿万种物品之间的互连，将不同行业、不同地域、不同应用、不同领域的物理实体按其内在关系紧密地关联在一起，对小到螺丝、铅笔，大到飞机、轮船等巨量物体进行联网与互动。物联网能够实现社会活动和人们生活方式的变革，被预言为继互联网之后新的全球信息化产业浪潮，受到各国政府、企业和学术界的广泛重视。

　　从信息技术角度看，物联网是指具有感知和智能处理能力的可标识的物体，基于标准的可互操作的通信协议，在宽带移动通信、下一代网络和云计算平台等技术的支撑下，获取和处理物体自身或周围环境的状态信息，对事件及其发展及时做出判断，提供对物体进行管理和控制的决策依据，从而形成信息获取、物体管理和控制的全球性信息系统。物体能够在人类直接干预或无需人工干预条件下感知事件、触发动作和生成服务，通过协同的感知和互动来影响甚至控制事件向有利的方向发展。物联网充分体现了物理世界和信息空间的深度融合，使人类可以融入到一体化的智能生态环境中，实现人、机、物的协同统一。

　　作为崭新的综合性信息系统，物联网并不是单纯的网络概念，它包括信息的感知、传输、处理决策、服务等多个方面，呈现出自身显著的特点。首先是对客观物理世界的全面感知，它不仅表现在对单一的现象或目标进行多方面的观察获得综合的感知数据，也表现在对现实世界各种物体现象的普遍感知；其次是物联网实体间的泛在互联，表现在各种物体经由多种接入模式实现异构互联，也突出表现在物联网不仅包括互联网、电信网等公共网络，还包括电网和交通网等专用网络，错综复杂，形成“网中网”的形态；第三是智慧的信息处理和决策，它体现在物联网中从感知到传输到决策应用的信息流，并最终为控制提供支持，也广泛体现出物联网中大量的物体和物体之间的关联和互动。物体互动经过从物理空间到信息空间，再到物理空间的过程，形成感知、传输、决策、控制的开放式的循环。

　　物联网不同于感知信息收集的传感器网络，也不同于信息传输的互联网。它包含亿万种多样的物体，承载和处理巨海量的感知信息，容纳各种模式的接入和通信模式，实现从感知、处理到控制的循环过程。其系统架构如何构成，采用什么样的体系结构，现已成为物联网研究的核心问题之一。

　**1 从云计算到海计算**

**1.1 云计算**

　　云计算是互联网发展带来的一种新型计算和服务模式，它是通过分布式计算和虚拟化技术建设数据中心或超级计算机，以租赁或免费方式向技术开发者或企业客户提供数据存储、分析以及科学计算等服务。广义上讲，云计算是指厂商通过建立网络服务集群，向多种客户提供硬件租赁、数据存储、计算分析和在线服务等不同类型的服务。云计算的主要服务形式有以亚马逊公司为代表的基础设施即服务，以Saleforce为代表的平台即服务，以及以微软代表的软件即服务等。

　　云计算的“云”就是存在于互联网的服务器集群上的服务器资源，包括硬件资源（如服务器、存储器和处理器等）和软件资源（如应用软件、集成开发环境等）。本地终端只需要通过互联网发送一条请求信息，“云端”就会有成千上万的计算机为你提供需要的资源，并把结果反馈给发送请求的终端。每个提供云计算服务的公司，其服务器资源分布在相对集中的世界上少量几个地方，对资源基本采用集中式的存放管理，而资源的分配调度采用分布式和虚拟化技术。云计算强调终端功能的弱化，通过功能强大的“云端”给需要各种服务的终端提供支持。如同用电用水一样，我们可以随时随地获取计算、存储等信息服务。

**1.2 物联网**

　　图1所示是欧盟发展框架7的CASAGRAS［1］工作组给出的物联网体系架构，包括感知层、传输层、处理层和应用层4个层次。在感知层中，嵌入有感知器件和射频标签（RFID）的物体形成局部网络，协同感知周围环境或自身状态，并对获取的感知信息进行初步处理和判决，以及根据相应规则积极进行响应，同时，通过各种接入网络把中间或最终处理结果接入到传输层；传输层包括宽带无线网络、光纤网络、蜂窝网络和各种专用网络，在传输大量感知信息的同时，对传输的信息进行融合等处理；在处理层提供存储和处理功能，表现为各种各样的数据中心以中间件的形式采用数据挖掘、模式识别和人工智能等技术，提供数据分析、局势判断和控制决策等处理功能。云计算的“云端”就在处理层，主要通过数据中心来提供服务；最上层的应用层建立不同领域中的各种应用。

　　

　　互联网也可以看成存在类似的架构，底层是数据传输的网络支撑层，中间是数据中心的处理层和上层是各种互联网应用。从层次架构来看，物联网不同于互联网的原因在于它的感知层。感知层获取数据的特性决定了物联网的上层相应要发生一些变化。

**1.3 海计算**

　　物联网具有显著的异构性、混杂性和超大规模等特点。异构性表现在不同制造商、不同拥有者、不同类型、不同级别、不同范畴的对象网络共存于物联网中，网络之间在通信协议、信息属性、应用特征等多个方面存在差异性，并形成混杂的异构网络或“网中网”形态；混杂性表现在网络形态和组成的异构混杂性，多信息源的并发混杂性，场景、服务和应用的混杂性等多个方面；物联网是物理世界与信息空间的深度融合系统，是涉及全球的人、机、物的综合信息系统，其规模之大无所不包。

　　物联网的上述特点决定了感知层数据的特性，即异构的、混杂的、大规模的实时流感知数据。同时，感知数据还具有一个显著特点就是时空特性，就是感知数据在特定时间和特定空间内才有意义，如果不在这个地点或过了这个时间，数据的意义可能就不大了。如中关村大街的交通相关信息，这些交通信息通过很多节点实时采集，是大数据量的随时间不断采样的实时流信息。这些信息谁需要？是在这个区域的人车才真正需要了解当时的详细拥塞或停车信息等，以便及时掌握交通动态，调整行车路线或停止地方。其他地方的人们可能不关心这个区域的交通信息，或仅仅只需要了解大概情况，实时性要求也不是很高，如了解中关村大街的历史交通信息等。另外，物联网的物体之间需要协同交互，对事件及时做出反应，这就需要实时性采集、处理和控制，如在中关村大街上前后行驶的两辆车需要实时交互，既要保持畅通行驶，又要通过保持一定的车距来保证安全性，这就需要在当前场景下局部空间内车辆之间实时通信和决策处理。

　　为此，我们针对物联网这些数据的特性提出了哑铃式的存储和计算模式。大量的感知信息在采集和使用的本地进行存储，经过处理后的中间或最后结果存储在互联网上（后端），放到云中的数据中心。感知信息的预处理、判断和决策等信息处理主要在当前场景下的前端完成，必要的需要大运算量的计算才通过“云端”的数据中心来处理。只有这样，才能节省通信带宽，否则网络很难传输这么多的感知数据；才能节省存储空间，数据中心再大也难存下实时流的原始感知数据，也没有必要存储原始感知数据；才能满足实时性的交互处理，如果通过互联网或云计算来做出处理和决定，就不能满足很多实时性的应用；更重要的是能够满足物联网的大规模的扩展性。物联网一定是分布式的系统，局部空间内的高度动态自治管理才有利于扩展性。

　　中科院现在提出“海计算”［2］这个新的计算模式，实质是把智能推向前端。智能化的前端具有存储、计算和通信能力，能在局部场景空间内前端之间协同感知和判断决策，对感知事件及时做出响应，具有高度的动态自治性。海计算的每个“海水滴”就是全球的每个物体，它们具有智能，能够协助感知互动。亿万种物体组成物联网系统，就如同海水滴形成大海一样。

**1.4 云海结合**

　　物联网涉及到全球的物体（包括人）规模，以及其应用需求和感知层数据的特性，决定了物联网的架构需要“云”和“海”相结合。一方面，在局部应用场景中，感知数据存储在局部现场，智能前端在协同感知的基础上，通过实时交互共同完成事件判断、决策等处理，及时对事件做出反应。另一方面，云计算的“云”的后端提供面向全球的存储和处理服务。物联网的各种前端把处理的中间或最后结果存储到云的后端。前端在本地处理过程中，在必要时需要后端的存储信息和处理能力的支持，及时发送服务请求获得云的后端支持。这具有良好的扩展性，既满足前端实时交互，又满足全球物体的互联互动。

**2 物联网体系结构**

　　除了获取、承载和处理超海量的感知信息这个显著特征外，物联网的另一个显著特征就是具有决策和控制功能，能够影响物体周围的环境或控制事件的进程；就是通过对物理世界的感知，对感知信息的传输和处理，到对事件的判断和决策，再回到控制执行器进行执行动作，从而对事件产生作用来影响事件的进程，形成从物理世界到信息空间再到物理世界的循环过程。

　**2.1 开放式循环结构**

　　物联网形成人机物的协调环境系统，包含从感知、传输、处理和控制的循环过程。物联网由亿万种物体、设备和人参与形成或与物理环境共存，这些对象之间存在极其复杂的关系（或称为关系链）。一个事件往往受到多种因素影响，这些因素本身也是动态变化的。如移动车辆在移动过程中所处局部环境具有高度动态性，因为车况、路况、周围车辆、无线接入网络等一直在变化。多种因素均会影响车辆间产生碰撞，造成交通事件，通过智能的感知、通信和控制人们可以避免车辆碰撞。这使得物联网的信息循环不同于传统的闭环控制，而是开放式的循环过程［3］。物联网开放式循环结构如图2所示。传感设备的感知信息包括物理环境的信息和物理环境对系统的反馈信息，执行器改变物理实体状态和实现系统对物理环境的反馈。系统会预先设定控制语义。计算设备对物理信息进行计算和判断，当判断值在控制语义下满足一定的触发条件时，控制设备会发送命令给执行器。

　　

　　由于物理环境、感知目标存在混杂性，信息设备存在一定的误差，以及其状态、行为存在不确定性等，对于循环结构而言，会带来获取的感知信息的不准确性，以及物体控制的不可靠性。因此，如何全面准确地获取感知信息，以及如何保证控制过程和结果符合设计要求，是开放式循环结构的两个重要方面。

**2.2 智能前端**

　　随着微电子、计算和通信等技术的发展，在物体中嵌入微型的感知、处理和通信等功能部件成为可能。越来越多的物体成为物联网的智能前端，带动物联网逐步应用和发展。智能前端兼有感知信息的获取、决策操作的执行，以及诸多的处理和交互功能，是局部自治环境中的终端实体，也是物联网的基本单元。

　　下面结合物联网的典型应用之一智能交通来说明前端的智能化。车辆安全系统能在人工干预或无需人工干预情况下，保证高速车辆的安全行驶，是智能交通的核心内容。图3所示是车辆安全协作系统架构［4］示意图。车辆通过传感器、全球定位系统（GPS）等设备收集车辆自身与周围环境的信息。计算模块中的消息产生机制产生车辆状态信息，并通过无线车载网络将状态消息广播给周围车辆。车辆通过专用短距离信道（DSRC）接收邻居车辆的状态信息，根据自身和多个邻居车辆的状态信息，预测车辆之间及车辆与周围环境之间的位置关系，以及可能发生的碰撞，及时调整车辆操作参数来提高车辆行驶的效率和保障安全。

　　

　　图3所示的架构仅仅把车辆状态信息及时广播出去，在车辆多的情况下，有可能产生信息传输延迟较大，甚至信息丢失。Fallah［5］等人考虑无线网络的通信状态，给车辆赋予更智能的功能，如图4所示。与传统的车辆安全协作系统架构不同之处在于，传输控制单元根据无线车载网络的信道情况和状态信息，调整发送的频率和消息长度，根据自身位置估计模型和实际位置决定是否发送自身位置信息，从而提高了系统的鲁棒性和扩展性。

　　

**2.3 融合系统体系结构**

　　体系结构是对系统的抽象描述。物联网系统既涉及规模庞大的智能电网，又包含智能医疗的医疗设备。目前世界各国都在结合具体行业推广物联网的应用，离形成全球的物联网系统还需要非常长的时间。提出面向全球物联网、适应各种行业应用的体系结构，与下一代互联网体系结构相比，具有更巨大的困难和挑战。现在研究人员通常只是从具体行业或小的系统去探索物联网的体系结构。

　　物联网与物理信息融合系统（CPS）［6-9］密切相关，这两个概念目前越来越趋向一致。Tan.Y［10］等人提出了一种CPS体系结构的原型，如图5所示。图5表示了物理世界、信息空间和人的感知的互动关系，给出了感知事件流、控制信息流的流程。

　　

　　CPS体系结构原型的几个组件描述如下：

　　（1）物理世界

　　物理世界包括物理实体（诸如医疗器械、车辆、飞机、发电站）和实体所处的物理环境。

　　（2）传感器

　　传感器作为测量物理环境的手段，直接和物理环境或现象相关。传感器将相关的信息传输到信息世界。

　　（3）执行器

　　执行器根据来自信息世界的命令，改变物理实体设备状态。

　　（4）控制单元

　　基于事件驱动的控制单元接受来自传感单元的事件和信息世界的信息，根据控制规则进行处理。

　　（5）通信机制

　　事件/信息是通信机制的抽象元素。事件既可以是传感器表示的“原始数据”，也可以是执行器表示的“操作”。通过控制单元对事件的处理，信息可以抽象地表述物理世界。

　　（6）数据服务器

　　数据服务器为事件的产生提供分布式的记录方式，事件可以通过传输网络自动转换为数据服务器的记录，以便于以后检索。

　　（7）传输网络

　　传输网络包括传感设备、控制设备、执行设备、服务器，以及他们之间的无线或有线通信设备。

**3 结束语**

　　虽然人们提出物联网这个词已有一段时间，但物联网的概念一直在不断的发展和演变。从最早的传感器网络和基于RFID的物体不断被跟踪记录，现已发展到物体的智能化，能够协同感知和交互，以及全球物体之间的深度互联和互动。目前，人们从不同行业探讨物联网的应用，进行“竖井式”的研发和推广应用。但是，到跨行业、跨领域，直到全球物体之间的互联互动，还有相当长的艰苦道路要走，现在只是勾画出人类信息发展的一个美好前景。

　　就像互联网改变人们的交流方式和商业模式一样，物联网也会改变人、信息空间和和物理世界的交互方式。它将人们所在物理世界和虚拟世界桥连起来，实现人与人、人与物、物与物的紧密耦合，形成一个智能、绿色、和谐的世界。物联网需要我们长期研究和探索其中的理论和技术问题。
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