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Future IP Bearer Network
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Driven by FMC trend, the fixed and mobile network are carried on the unified IP network 
so that the future network is combined and flat.



 

The deployment of cluster routers helps reduce layers of IP network, and  turn it into 
higher capacity and mesh topology.

1. FMC

2. Cluster RouterTransmission network:


 
High capacity



 
Multi-service access



 
Mesh topology



 
Flat structure

IP backbone network
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网络架构：树形为主

业务特征：客户端/服务端流量（C/S）模型，多媒体内容为主，用户多

存在问题：流量汇聚到核心层，设备能力遭遇天花板



网络架构：扁平化全连接

业务特征： 点对点流量（P2P）模型，海量多媒体内容，海量用户

大容量可持续发展的网络，全球大T网络规划方向



当前IP网络是多层路由器的结构，从接入SR到汇聚层SR到核心层CR，业务从下到上跳数多，并且受到设备能力的限制；

集群路由器就是将不同层面的路由器进行集群，所以去掉了一些层面的路由器，使网络层次更简单、更扁平化；所以未来的IP骨干网是一个少节点，全互联，大容量，大带宽的网络。

那么，什么样的传送网能够更好的适应这个面向融合、扁平化、大容量高带宽的IP网呢？



Challenges to Future Transmission Network
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High capacity

Interconnection 

Multi-access, Agile dispatching

Intelligent management & protection

Statistical multiplexing

Cost-effective transport

What transmission network do we need？

Backbone：1. How to carry the core routers? How to realize the interconnection between 
different vendors?

Metro core：2. How to access multi-service of fixed and mobile network? How to dispatch 
them agilely? How to realize the intelligent management  and multi-failure protection? 

Metro edge：3. How to transport efficiently between DSLAM and BRAS? 4. What’s the 
cost-effective solution to OLT’s uplink service? 5. What’s the better solution to backhaul 
network with large capacity?

SR/BRAS

5



Requirements of Core & Backbone (IP over OTN )



 
Service Type: TDM  TDM/IP  IP



 
Service Level: 10G  40G  100G



 
Transport Capacity: 800/960G  3.2/3.84T  ~10T



 
Transport Distance: 2000~3000km LH/ULH transport



 
Topology: Multiple rings  Mesh



 
Flexibility: Static connection  Dynamic switch



 
Reliability: Protection/restoration of mesh network



 
OAM: End-end OAM capability based on service level



 

New services are all based on IP 
technology



 

Core transport network selects 
WDM/OTN platform

Requirements of DWDM technology

演示者
演示文稿备注
Following the trend of IP over WDM/OTN, the requirements of DWDM network have also changed. The lager capacity will be need for the IP service, today the most of WDM network is 800/960G, and the future may 3.2T even to more than 10T. The WDM network need more flexibilities, the static connection will changed into dynamic switch. And the ring topology will  be evolved into MESH topology, this will bring  restoration to the network. End-end OAM capability based on service level is also needed.





Targets of 100G Network

10 times of current 10G network(9.6Tb/s )

The same or better than 10G ystem(~1500km)

Compatible with deployed 10G system, 
including OA, Mux & Demux, OADM, ROADMFiber

compatibility

Transmission
distance

Capacity

System
compatibility

Working well on the current deployed fiber
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what is the  true commercial 40G DWDM system ?

We must achieve next four goals ,

 first is capacity, the capacity must meet 2 or 4 times of current 10G network and the overall capacity up to 3.84Tb/s ;

Second is transmission distance, the distance must meet the same or better than 10G systems up to 1500km;

Third  is fiber compatibility , 40G system can work well on the current deployed fiber;

The finally is system compatibility , 40G system must compatible with deployed 10G system, including OA/MUX/DEMUX/OADM/ROADM and so on;  upgrade to 40G system , does not reduce the original  performance, and does not need extra investment ;



If  achieved the above four goals, 40G systems may  commercial application; 





40G and above rates must meet minimum requirements;

1\target 10G distances-2000Km;

2\must be as open as possible, operate over third party DWDM networks

3\must operate over both 100Ghz as well as 50GHz spacings

4\must be at a competitive cost point



The Challenges of 100Gb/s
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Nonlinear  
effect is 
more 
serious, 
IFWM and 
IXPM.
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After we see the goals of  100G, let’s see the challenges of 100G system. There are five aspects of 100G challenges, such as channel spacing, OSNR, chromatic dispersion. PMD and the nonlinear effect.



For the channel, we must find the new modulation schemes to realize the narrow channel spacing at the high rate. 

For the OSNR, the 100G system requires 10dB high OSNR in theory, so we must more methods to improve the OSNR.

And the CD tolerance is 1%, PMD is 10% of 10G system, so the traditional modulation can’t resolve those. 

Finally, the nonlinear effect is more serious compare to the 10G system, especially  the IFWM and IXPM.



Modulation Schemes

100G Key Techniques

B/2 Gb/s

B/2 Gb/s



En- 
coder

En- 
coder

I

Q

(RZ-)DQPSK

B/4 Gb/s



I

Q



I 

Q
B/4 Gb/s

B/4 Gb/s

PBC

B/4 Gb/s

PM-(D)QPSK 

1

0

Weak 1

Strong 0

Weak 0

Strong 1

LDPC
Low density Parity checkLess  kind of Modulation Schemes

Improved OSNR

SD
Soft decision
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And for the all the aspect that we must pay more attention to is modulation schemes and the method to improved OSNR.

And the main modulation schemes are RZ-DQPSK, PM-QPSK and the OFDM-QPSK. Compare to 40G system, there are less modulations, so it maybe easier to realize the interconnection with the low cost of the whole food chain.

the main methods to improve the OSNR are soft decision and LDPC. With the soft decision, it can realize 1dB improved. And with the LDPC, it can improve more than 2 dB.



更少的调制码型，更容易实现互联互通和更低的产业链成本。



Dynamic Switch --Structure
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Following the service growing, the network is become more and more complex, and the WDM equipment also will have the different status to fit the different network application.

The whole structure of dynamic switch includes the optical layer, electrical layer and package layer.

For the optical, now is the ROADM technology, especially the MD ROADM based on WSS. 

The ODUk switch is based on the electrical level. At the metro core and backbone layer, there is the centralized cross-connect, and at the metro edge layer, the distributed cross-connect will be more competitive for less than 100G service grooming.

Also there will be the connect-oriented packet switch modules in WDM equipment, which will improve the efficient of IP service at the metro edge layer,





WSS-based ROADM



 

Wavelength level dispatching


 

Directionless


 

Colorless---any lambda to any port;


 

Multi-direction

Realized:



 

Physical limitations - Dynamic dispersion 
Compensation



 

Wavelength Block - complex structure


 

Optical layer overhead


 

Compactness, more ports


 
Higher cost.

To be resolved:

Dynamic Switch –Optical Level
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

 

Wavelength level dispatching


 

Line side and client side separated


 

Several hundred G bits cross- 
connect for X-ADM function



 

Good OSNR performance

Realized:



 

T bits cross-connect  capacity


 

High reliability


 

ODU0 definition

To be resolved:

Dynamic Switch –ODUk Level
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Benefits of connect-oriented packet switch

Bandwidth share & statistical multiplexing
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BB: Business Broadband



Efficient use of bandwidth

the traffic include broadband access, video, VoIP, etc. Broadband data service has large peak flow, bandwidth change has large dynamic range and burst service often appears. So the  transmission network must have the aggregation and statistical multiplexing functions which can share the bandwidth to improve the transmission efficiency and lower the cost.



Service-aware and DifferServ

the dispatching and grooming of different traffic flows must supports DifferServ, DSCP, TOS and other identification, etc. It offers the assured bandwidth for prior transmission of realtime services (e.g., VoIP), and provides other priorities or best-effort transmission for such services as email and broadband access to the Internet.

Protection and reliability

transmission network must have the carrier-class reliability and the availability of 99.999%. When a fault occurs to the network, the protection switching time should be smaller than 50ms.



Low cost

The Operators put much attention to low Total Cost of Ownership (TCO) of network construction. Only low cost may make the network more competitive. And network OAM facilitation, compatibility with the existing network, and investment protection in equipment replacement and evolution must also be considered.





Network pattern changes optical transport network pattern


 

Flexible network expansion


 

Simplify Services provisioning.

DWDM Metro DWDM Core

IP/MPLS Core
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DSLAM

NodeB

Dynamic Switch –Packet Level



One RWA Model With Optical Impairment
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Combined RWA  

    -- RWA + IV

Separate Routing and WA 

    --Routing + WA + IV

Routing with Distributed WA 

   --Routing + Distributed WA/IV



按照最小代价策略和经过E节  点约束条件计算路由，KSP（K=3）算法



  路径1: A-E-Z, 链路代价 60

  路径2: A-E-Z,链路代价 70

  路径3: A-F-E-Z,链路代价100

  路径4: A-F-G-E-Z,链路代210





链路代价包含的因素:

包含距离、OSNR，Planning过程生成的。

值越大越好





Unified Control Plane

WSON/GMPLS

Flat and complicated
mesh network

Traffic engineering

Fast service
provision
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Benefit of WSON



FA-LSP



 

An LSP created in lower layer and advertised as a TE link into the higher layer 
is called a Forwarding Adjacency LSP (FA-LSP)



 

There are two alternative way to form FA-LSP


 

Statically pre-provisioned by operator or NMS


 

Dynamically created by triggered signaling


 

Related standards


 

RFC 4206, Label Switched Paths (LSP) Hierarchy with Generalized Multi-Protocol Label 
Switching (GMPLS) Traffic Engineering (TE) 



 

draft-ietf-ccamp-lsp-hierarchy-bis-xx

Unified Control Plane

Client

Waveband

Wavelength Wavelength

ODUk ODUk

Waveband FA

Wavelength FA

ODUk LSP

PS

Client

PS

演示者
演示文稿备注
Dynamically created by triggered signaling：仅仅在MRN内部触发，MLN不需要

MLN：相同交换技术，不同层

MRN：支持不同交换技术或者相同交换技术的TE域，不同层



4206没有针对MRN， draft-ietf-ccamp-lsp-hierarchy-bis-xx 定义hierarchy LSP 的解决方案以及协议扩展，



WSON Evolution

L2 Switching

Tributary Access Units

O
XC

O
T

U
 a

nd
 M

ux
po

nd
er

OCH

ROADM

ODUk Switching

EX
C

L2
SW

W
SO

N

2.5G10G

ODU0 ODU1

ODU3

WSON Evolution



 

Multi-degree ROADM provide wavelength 
dispatching, switching matrix supports 
smooth upgrade from 32/40/48 

 

to 80/96 
, support 2.5/10/40G line rates



 

ODUk switching  including centralized 
and distributed switching matrix, 
switching granularity support ODU0/1/2



 

OEO processing overcome OOO blocking 
problem, realizes real unblocking 
switching infrastructure



 

WSON supports united .grooming for 
OEO and OOO processing, and 
implements O/E  correlative operation



 

Optical-Electrical Convergence (ROADM 
and OTN switching) is the best way to 
maximize the capacity and flexibility. 
WSON is a fully integrated optical and 
electrical solution.

…

…

ODU2

40G

http://www.dell.com/us/en/gen/topics/segtopic_dimen.htm


IP/MPLS over GMPLS based optical network



 

Overlay model based solution


 

Interworking through UNI between IP/MPLS network and 
GMPLS based optical network 



 

Separate topology, don’t need routing interworking


 

Clients in the border must support UNI signaling


 

Server LSPs forming tunnels across server networks can be 
used as virtual or real TE-links by client network



 

PCE can be used to achieve multi-layer TECPN

BBNS
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Key Technologies for NG-WDM Network

1

2 Packet over WDM

Large Capacity  -- 100G
CAPEX

4

3

Universal Control plane --WSON

Dynamic Switch Functionalities --ROADM / ODUk

OPEX

演示者
演示文稿备注
The final goal for the NG-WDM network is to provide larger capacity with the low price or to reduce the cost of transmission per bit. So there are two method: one is to provide the large capacity network such as 100G/40G, and the second one is to improve the efficiency of WDM network, such as the packet over WDM. 
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感谢您下载并阅读王加莹先生的演讲稿，针对本演讲
 内容如您希望与作者本人交流，可先联系：



 

中国光电产业高层论坛办公室



 

OFweek光电新闻网编辑部

林先生、于先生

电话:0755-83279360/61/63/65 
传真:0755-83279008
Email:market@coeic.cn;editors@ofweek.com
地址:深圳市深南中路北方大厦705室
邮编:518033
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